@ Define
/1 € for|t|< €2

(=
(= 0 otherwise.

@ The function g has a plot of the form shown below.
(4

™ =

t

-z 0 3
Clearly, for any choice of £°°} w_k(Dar= 1
The function O can be obtained as the following limit:

() = Iim g (£

@ Thatis, O can be viewed as a //miting case of a rectangular pu/sewhere
the pulse width becomes infinitesimally small and the pulse height becomes
Infinitely large in such a way that the integral of the resulting function
remains unity.
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Q For any continuous function xand any real
constant &g

XDO(t—bo) = X0)0(f—L(o

° For any continuous function xand any real constant &g
o
XDO(t—h)adf= Xt(o

@ The O function also has the following properties:

o(f) = o(—f) and
o(ar) = z0(#(

where &is a nonzero real constant.
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@ Forreal constants @aand bwhere a< b consider a function xof the form

1 fa<it< b

O otherwise

XE= (

i.e., X(¥) is a rectangular pulseof height one, with a 775719 edge af aand
falling edge at b.(

@ The function xcan be equivalently written as
XN = Ut—-a) -uUi—-H

)i.e., the difference of two time-shifted unit-step functions.(

@ Unlike the original expression for X this latter expression for x does not
/nvolve multiple cases

@ In effect, by using unit-step functions, we have collapsed a formula
Involving multiple cases into a single expression.
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@ The idea from the previous slide can be extended to handle any function

that is defined in a p/ecewise manner (i.e., via an expression involving
multiple cases.(

@ Thatis, by using unit-step functions, we can always collapse a formula
involving multiple cases into a single expression.

@ Often, simplifying a formula in this way can be quite beneficial.
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Section 2.4

Continuous-Time (CT) Systems
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@ Asystem with input xXand output Jycan be described by the equation

y= H{x{

where H denotes an operator (i.e., transformation.(

@ Note that the operator H /maps a function to a function (not a number to
a number.(

@ Alternatively, we can express the above relationship using the notation

x2 y

@ Ifclear from the context, the operator A is often omitted, yielding the
abbreviated notation

X— Y

@ Note that the symbols “—>and ‘=”have very differerif meanings. The
@ symbol “—should be read as “proauces’ (not as ‘equals.(”
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@ Often, a system defined by the operator /A and having the input xand
output yis represented in the form of a b/ock diagrarmas shown below.

Input Output
1) System N




@ /o basic waysin which systems can be interconnected are shown below.

X9 System 1 KA
H
XD System 1 | System 2 N
H rH
System 2
Series o
Parallel
@A (or ) connection ties the output of one system to the input of
the other.
@ The overall series-connected system is described by the equation
y=H Hix {
@ A connection ties the inputs of both systems together and sums

their outputs.
@ The overall parallel-connected system is described by the equation

y= H{%+ Ho{x]



Section 2.5

Properties of (CT) Systems
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@ Asystem with input Xand output yis said to have If, for any real
b, lp) depends on X ) for some 7= 0.

@ Asystem that does not have memory is said to be
@ Although simple, a memoryless system is r70f very flexible since its
current output value cannot rely on past or future values of the input.

@ Asystem with input xXand output yis said to be If, for every real 0,
W ) does notdepend on X(#) for some > 0.

@ Ifthe independent variable frepresents time, a system must be causalin
order to be physically realizable

@ Noncausal systems can sometimes be useful in practice, however, since the
independent variable r7eed not always represent time For example, in some
situations, the independent variable might represent position.
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@ The inverse ofa system H is another system A1 such that the
combined effect of A cascaded with A/ 1 is a system where the input
and output are equal.

@ Asystem is said to be invertible if it has a corresponding inverse system
(i.e., its inverse exists).

@ Equivalently, a system is invertible if its input xcan always be wr/quely
determined from its output )/

@ Note that the invertibility of a system (which involves mappings between
functions) and the invertibility of a function (which involves mappings
between rumbers) are fundamentally different things.

@ Aninvertible system will always produce dlistinct outpuitsfrom any two

aistinct inputs

To show that a system is /nvertible we simply find the //verse sysitem. To

show that a system is 770f /nvertible we find fwo distinct inpuitsthat

result in /aentical outpuis

9 |n practical terms, invertible systems are “nice” in the sense that their

effects can be unadone
esesas L
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@ Asystem with input xand output yis BIBO stable if, for every bounded X )
is bounded (i.e., |[X(#)| < « forall Zimplies that [{#)| < « for all #).

@ To show thata system is B/B0 stable we must show that every bounded
/nputleads to a bounaed outpurt.

@ To show that a system is r70f B/ BO stable we only need to find a single
bounded inputthat leads to an vnbounaded output.

@ In practical terms, a BIBO stable system is ne// behavedin the sense that,

as long as the system input remains finite for all time, the output will also
remain finite for all time.

@ Usually, a system that is not BIBO stable will have ser/ous safety issues
For example, an iPod with a battery input of 3.7 volts and headset output of

o volts would result in one vaporized Apple customer and one big lawsuit.



@ Asystem H is said to be time invariant (T1) if, for every function xand
every real number &, the following condition holds:

At—b)= Hx(t) where y= Hx and x(f)= Xt—b)

(ie., H commutes with time shift9.

@ In other words, a system is time invariant if a time shift (i.e., advance or
delay) in the input always results only in an /gentical time shiftin the
output.

@ Asystem thatis not time invariant is said to be time varying.

@ Insimple terms, a time invariant system is a system whose behavior does
not changewith respect to time.

@ Practically speaking, compared to time-varying systems, time-invariant
systems are much easer (o design and analyze since their behavior
does not change with respect to time.



@ Asystem H is said to be additive if, for all functions Xi and o, the
following condition holds:

Ha+ x)= Hxa+ Hx

i.e., H commutes with sums(

@ Asystem H is said to be homogeneous if, for every function xand every
complex constant g the following condition holds:

H(aX) = aHx
yi.e., H commutes with multiplication by a constant

9@ Asystem that is both additive and homogeneous is said to be linear.
® In other words, a system A is /inear, if for all functions X and x and all

complex constants & and &, the following condition holds:
Hax+ ax) = aHx+ aHx

yi.e., H commutes with linear combinations(
® The linearity property is also referred to as the superposition property:.
° Practically speaking, linear systems are much easer (o desgn and

analvzethan nonlinear systems.



Part 3

Continuous-Time Linear Time-Invariant (LTI) Systems
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